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Abstract. We present a concurrent face routi@fR algorithm. We formally
prove that the worst case latency of our algorithm is asytigatity optimal. Our
simulation results demonstrate that, on aver&jeR significantly outperforms
the best known geometric routing algorithms in the pathtctrethe speed of
message delivery. Its performance approaches the shpdssible pathCFR

maintains its advantage over the other algorithms in pura s well as in com-
bination with greedy routing; on planar as well as on nomaiayraphs.
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1 Introduction

Geometric routing is an elegant approach to data disseimmiatresource-constrained
and large-scale ad hoc networks. Geometric routing isciitteabecause it does not
require nodes to maintain, or messages to carry, extertsitee@ routing information.
This lack of routing infrastructure makes such algorithmgopular initialization or
fallback option for other routing schemes. Therefore, geimrouting optimization is
of interest to the broad community of wireless sensor netwesigners.

In geometric routing, each node knows its own and its neigilcoordinates. Using
low-cost GPS receivers or location estimation algorithin®], wireless sensor nodes
can learn their relative location with respect to the othetes and then use this infor-
mation to make routing decisions. The message source naeskhe coordinates of
the destination node. These coordinates may be obtainedaiocation service [3, 4].
The information that the message can carry does not depetiaretwork size. Each
forwarding node does not maintain any extensive routing dakeep any information
about forwarded messages between message transmissions.

Greedy routing [5] is an elementary approach to geometric routing wherentide
selects the neighbor that is the closest to the destinatid ficawards the message there.
The process repeats until the destination is reached. @reating fails if the node is a
local minimum:; it does not have neighbors that are closer to the destméian itself.
Alternatively, incompass routing [6], a node selects the neighbor whose direction has
the smallest angle to the direction of the destination. Kirigl of compass routing is
prone to livelocks.

One way to circumvent these delivery problems in geometrniting is to flood a
region of the network with messages [5, 7-10]. This is udefuyjeocasting [11] where
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each node in a certain region of the network needs to receivessage. However, for
point-to-point communication flooding may not be efficient.

Theface routing variants of geometric routing are designed to guarantesages
delivery without incurring the message overhead assatiaith flooding. A source-
destination line intersects a finite number of faces of aglagmaph. A message may
reach the destination by sequentially traversing thesesfdn the algorithms published
thus far, the faces are traversed sequenti@RG/GPSR [12, 13] combines greedy and
face routing. Greedy routing is used for speed, and facéengtielps to recover from
local minima. Datta et al [14] propose a number of optimimagito face traversal. Kuhn
et al [15-17] propose a worst case asymptotically optimahggtric routing algorithm
GOAFR+. They compare the performance of multiple geometric rguailgorithms and
demonstrate that in the average c@AFR+ also performs the best. Kim et al [18] dis-
cuss challenges of geometric routing. Frey and Stojmerjt9icaddress some of these
challenges and discuss different approaches to geometitiog. Stojmenovic [20] pro-
vides a comprehensive taxonomy of geometric routing aligiors.

One of the shortcomings of traditional geometric routinghis need to planarize
the graph. This can be done effectively only for unit-disgrs. However, a unit-disk
graphis a poor approximation for most radio networks whadérpropagation patterns
are not as regular as assumed in unit-disk graphs. Someackees[21, 22] explore a
more realistic model ofuas unit disk graphs. Nesterenko and Vora [23] propose a
technique of traversing voids in non-planar graphs sinddace traversal. This traver-
sal may be combined with greedy routing similarGeG. Barriére et al [21], Kim et
al [24], Leong et al [25], and Kuhn et al [22] propose altern@atvays of performing
geometric routing over non-planar graphs.

Kuhn et al [15, 17] conduct extensive evaluation of geometyuting algorithms’
performance. They compare the ratio of the path selectedrbytang algorithm to the
optimal path depending on the graph density. Their findimglécate that at low and
high density the performance of most algorithms, espgciitombined with greedy
routing, approaches optimal. In sparse graphs, due torthiteei number of available
routes, a geometric routing algorithm is bound to selecugerthat is close to optimal.
In dense graphs, an algorithm nearly always runs in greediemnich tends to select
a nearly optimal route as well. Kuhn et al identifiedrétical density range between
3 and7 nodes per unit-disk where the paths selected by geometrimgpalgorithms
may substantially differ from the shortest paths and wheropmance optimization
has the greatest impact.

Despite their individual differences, the foundation ofsngeometric routing algo-
rithms is face traversal. In such traversal, a message ted@round a face. However,
the resultant route may vary greatly depending on the chafitrversal direction and
the point at which the message switches between adjaces fabe imbalance is usu-
ally exacerbated if the message has to traverse the extaoeabf the graph. However,
if the message traverses the faces sequentially, explibrifgces to find a shorter route
may resultin lengthening to route itself. Hence, tradiilaeometric routing algorithms
are inherently limited in the amount of route optimizatibey can achieve.

In this paper, we present an algorithm that accelerates #dssage propagation by
sending messages to concurrently traverse faces adjaciet source-destination line.



We call this algorithm concurrent face routin@KR). When one of the messages en-
counters a face that is closer to the destination, the messaavns two messages to
traverse the new face and continues traversing the old @R .ensures that all faces
are explored and none of the adjacent edges is traversedthareonce. The node
memory and message-size requirementfeR are the same as for the other geomet-
ric routing algorithms. We show that the latencyGHR is asymptotically optimal in the
worst case. That is, there is no geometric routing algoritah can deliver a message
faster tharCFR. Moreover, our simulation demonstrates that, on aver@ge signif-
icantly outperforms other geometric routing algorithmghe critical density region.
This average case advantage is preserv€fR is combined with greedy routing or if
it runs on non-planar graphs.

The rest of the paper is organized as follows. We introducanotation in Sect. 2.
We then describ€FR, formally prove it correct and determine its worst case ragss
complexity in Sect. 3. In Sect. 4, we discuss how the algoritan be adapted for
greedy routing and for use in non-planar graphs. We evathat@erformance of our
algorithm and its modifications in Sect. 5 and conclude thpepa Sect. 6.

2 Prdiminaries

2.1 Graphs

We model the network as a connected geometric gfaph (V, E). The set oihodes
(vertices) V are embedded in a Euclidean plane and are connecteddeg £. The
graphisplanar if its edges intersect only at verticesvaid is a region on the plane such
that any two points in this region can be connected by a chiatedoes not intersect any
of the edges in the graph. Every finite graph has one infaxtiernal void. The other
voids are internal. A void of a planar graph isae.

2.2 FaceTraversal

Each message is taken, as its payload is irrelevant to its routinBight-hand-rule
face traversal proceeds as follows. If a token arrives tcenoffom its neighbo, a
examines its neighborhood to find the nadehose edgéa, ¢) is the next edge after
(a,b) in a clockwise manner. Nodeforwards the token te. This mechanism results
in the token traversing an internal face in the counterialdse direction, or traversing
the external face in the clockwise directidreft-hand-rule traversal is similar, except
the next-hop neighbor is searched in the opposite direction

A source node has a message to transmit to a destination Wob®des is aware of
the Euclidean coordinates df Nodes attaches its own coordinates as well as those of
d to the messages. Thus, every node receiving the message #mut thed-line that
connects the source and the destination. Depending on itathtoken is routed using
right- or left-hand-rule, it is denoted d&or L. Each node: knows the coordinates of
its neighbors: the nodes adjacent toin G. A junctureis a node whose adjacent edge
intersects thesd-line. A node itself lying on thesd-line is also a juncture. Thus, the
source and destination nodes are junctures themselvesiabes areadjacent if their



borders share a juncture. A single node may be a juncture ltipfedfaces if more than
one of its adjacent edges intersect tidine.
To simplify the algorithm presentation, we use anthropgrharterms when refer-

ring to the nodes of the network such as “know”, “learn” orret”.

2.3 PerformanceMetrics

The message cost of an algorithm is the largest number of messages that isisent
single computation calculated in terms of the network gizgafameters. Aatencyis the
shortest path the message in the algorithm takes to reactetmation. Equivalently,
latency is the number of hops the message traverses fronothreesto destination

in accordance with the algorithm. Essentially, messagé aastures the expense of
communication while the latency captures its speed. Faresgtipl traversal algorithms,
such as traditional geometric routing algorithms, wheeedlis always a single message
in transit, the two metrics are the same. Note also that teadg of a certain algorithm
selects is not necessarily tbptimum or the shortest path between the source and the
destination. Apath stretch is the ratio between the latency of the algorithm and the
shortest path in the graph.

2.4 Existing Face Traversal M echanisms

One of the first known face routing algorithms that guarasmgeivery is Compass
Routing Il [6]. In this paper we refer to it &OMPASS. In COMPASS, the token finds
the juncture that is closest to the destination. For thestoken traverses the entire face
and returns to the initial point of entry. The token is theateal to the discovered closest
juncture. There, the token changes faces and the processtseRefer to Fig. 1a for an
example route selected IOMPASS. The message complexity @OMPASS s 3| E)|
which is inO(|E|).

(a) COMPASS (b) FACE

Fig. 1. Example operation of existing planar face traveatgdrithms.

In FACE [12, 14], the token changes faces as soon as it finds the firstijte (refer
to Fig. 1b). In degenerate cas€ACE allows the token to traverse the same edge mul-
tiple times. Hence, its worst case message complexity @&(ii|?). It is worse than



that of COMPASS. However,FACE tends to perform better in practice. Both algorithms
may select a route that is far from optimum. The selectederoaty be particularly long

if the token has to traverse the external phase as in the a&xaveplesOAFR [17] mit-
igates long route selection by defining an ellipse arounddthece-destination pair that
the message should not cross. If the message traversesanfhogaches the boundary
of the ellipse, the message changes the traversal dire€#¢tR has the best worst case
efficiency for a sequential face traversal algorithm to degepath stretch is i (p?),
wherep is the length of the optimum path.

Algorithms COMPASS, FACE and OAFR operate only on planar graphs. Obtain-
ing such a graph from a graph induced by a general radio nktmary be problem-
atic. There are several attempts to allow geometric routingarbitrary non-planar
graphs [14,24,25,23]. In particular, Nesterenko and V@3] propose to traverse
non-planar voids similar to faces. In general the edgesdtaiadjacent to voids do
not intersect at the incident vertices. However, the idda isave the message follow
the segments of the edges that are adjacent to the void. ®Rdfag. 2 for illustration.
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Fig. 2: Traversing non-planar voids.

Each pair of nodes andv adjacent to an edge, v) keeps the information about
which edges intersedt:, v) and how to route to the nodes adjacent to these edges.
Suppose node receives the token that traverses vbid Nodeg forwards the token to
¢ in anedge_change message. Recall that in a non-planar graph, edges do notdave
intersect at nodes. Edgég a) and(c, f) intersect at poind. The objective of nodes
andf is to select an edge that interse@tsf) as close tal as possible. At first selects
an edge and forwards the token with its selectiofi lo anedge_changemessage. Node
f consults its own data, selects edgeh) and forwards the token to one of the nodes
adjacent to this edge. Thus, the message can completetyseathe void.

Once the void traversal is designed, the various technigfresid-change and ex-
ploration can generate the non-planar equivalen@@¥1PASS, FACE andOAFR.



2.5 Combining Greedy Routing and Face Traver sal

GFG/GPSR[12, 13] improves the quality of route selection by combipface routing
with greedy routingGOAFR+ [15] does the same fdDAFR. GOAFR+ achieves re-
markable characteristics. It retains the asymptotic woaise optimality 0ofOAFR and
achieves the best average case path stretch known to date.

In the combination of greedy routing and face traversal tfen has two traversal
modes: greedy and face. The token starts in the greedy maédevtiches to face mode
if it encounters a local minimum (a node with no neighborsefao the destination).
The token continues in the face mode until it finds a node thelbiser to the destination
than this local minimum. Then the token switches to greedgeregain until another
local minimum is discovered.

2.6 Execution Model

To present our algorithm, we place several assumptions @mthcution model. We
assume that each node can send only one message at a timeodehdaes not have
control as to when the sent message is actually transmitfeet.the node appends the
message to the send quei@, the message may be sent at arbitrary time. Each channel
has zero capacity; that is, the sent message lesdjesf the sender and instantaneously
appears at the receiver. Message transmission is reliabl¢here is no message loss).
The node may examine and modHy). We assume th&t@ manipulation, including its
modification and message transmission, is dapmically. We assume that the execu-
tion of the algorithm is a sequence of atomic actions. Theegyssasynchronousin the
sense that the difference between algorithm executiordspieeach node is arbitrary.

3 CFR Description, Correctness Proof & Performance Bound
Computation

3.1 Description

The pseudocode dFR is shown in Fig. 3. Refer to the pictures in Fig. 4 for the
illustration of the algorithm’s operation. In the figure, whow three snapshots of a
single computation. Thin solid lines denote particulaetak The tokens are numbered.
To reduce clutter in the pictures, we only reproduce tokemimers. Thus, tokery is
only shown as$. Some tokens are destroyed before they leave their origmabde.
See for examplé; ortg. We denote such tokens by short arrows. In the picture, te fa
names are for illustration only, the global face names ateawailable to the incident
nodes. The token carries its traversal directibior R. When a node receives a token, it
can locally determine which adjacent face the token tr&geos the basis of its sender
and its traversal direction. For example, when nedeceived. tokent; from nodes, a
knows that traverses the adjacent fage Two tokens at a nodmatch if they traverse
the same face in the opposite directions and at least onewf dtid not originate in this
node. For examplég andtg at g as well ag; andt; at f match. Howevert;; andt;
at h do not match becaugeoriginated both of these tokens.



node s
[* let F' be a face bordering
and intersecting thed-line */
add L(s,d, F)t0o SQ
add R(s,d, F)t0 SQ

noden
if receive L(s, d, F') then
if R(s,d, F) € SQ then
/* found matching token */
delete R(s, d, F') from SQ
ese
if n = dthen
deliver L(s,d, F)
if n is a juncture and
F locally intersects thad-line then
foreach F’ # F that locally
intersects thed-line do
add L(s,d, F') to SQ
add R(s,d, F') t0 SQ
add L(s,d, F)t0 SQ
if receive R(s, d, F') then
* handle similar toL(s, d, F') */

Fig. 3: Pseudocode @FR at each node.

Fig. 4. Example ofCFR operation on a planar graph.



A juncture node can locally determine if an adjacent facallgéntersects thed-
line. For examples knows thatF' intersects thed-line while H does not. If a token
arrives at a juncture and the token traverses a face thdhilaegersects thesd-line the
juncture node injects a pair of tokens into each other naighf face that intersects
the sd-line. For example, whelf receivesty traversingF that locally intersects the
sd-line, f sendss andtg to traversef, andt; andtg to traverse’. Similarly whenh
receivesy, it sendst;; andiqs to traverseH . A juncture node injects the new tokens
only if the token it receives is traversing the face that liycentersects thesd-line.
For example, when juncture nodeeceives, from ¢, it just forwards the token tb
without injecting tokens intd@-.

If the destination node receives the token, even thoughdlde delivers it, it pro-
cesses the token further as an ordinary node. That is, #iddevards the token and
injects tokens in adjacent faces if necessary.

3.2 Example Operation

Let us now consider example operation(df' R in the computation in Fig. 4 in detail.
Nodes initiates the transmission by sending tokenandt, to traverse facé’. When
to reaches juncture node: injectsts andt, into H and forwards; to f. Nodef is
also a juncture. Thus, besides forwardingo b, it injectsts; andtg into H as well as;
andtgs into G. Tokent, meets a matching token at b and both tokens are destroyed.
This completes the traversal éf. Tokenst; andts traverseGG and meet irc, where
they destroy each other. In the processeaches all the remaining juncture nodes:
h andc where the tokens are injected in the adjacent faces. Splific; causes the
injection oftg andtyg atg, t11 andty, ath andt;3 andty4 atc. All tokens are injected
into the external facél. The tokens traversing find matching tokens and are quickly
eliminated atf, g, h andc. Tokenst, andty4 complete the traversal df . They arrive
ata which destroys them. On its way, visits d, which delivers it.

3.3 Correctness Proof

Lemma 1. For each node n bordering a face F' that intersects the sd-line one of the
following happensexactly once: either (1) n receivestokenT'(s, d, F') where T iseither
R or L and forwards it or (2) n has a token, receives a matching token and destroys
them both.

Proof (of lemma). According to the algorithm, a token visits a node and proséethe
next node along the face, or two matching tokens meet at aanuldisappear. Thus, to
prove the lemma, we have to show that each node borderingfaseeached and that
it is visited only once. A sequence of adjacent nodes of the faavisited segment if
each node has been visited at least oncleordler of a visited segment is a visited node
whose neighbor is not visited. By the design of the algoritanborder node always
has a token to send to its neighbor that is not visited. As \garae reliable message
transmission, eventually the non-visited neighbor joives\tisited segment. Thus, every
node in a face with a visited segment is eventually visited.



The face bordering has at least one visited segment: the one that contaiasif.
Thus, every node in this face will eventually be visited. AaghG is connected, there
is a sequence of adjacent faces intersectingdhine from the face borderingto the
face borderingl. Adjacent faces share a juncture node. Due to the algoritbsigd,
when a juncture is visited in one face that intersectssthiine, the juncture injects a
pair of tokens in every adjacent face. That is, visiting acjure node creates a visited
segment in all adjacent faces. By induction, all nodes irsttpience of adjacent faces
are visited, including the destination node.

Let us discuss whether a token may penetrate a visited ségmdrarrive at an
interior (non-border) node. The computatior@HR starts with a single visited segment
consisting of the source node. Thus, initially, there arkens inside any of the visited
segments. Assume there are no internal tokens in this catipuiup to some step
within the visited segment. Let us consider the next steg fbken may penetrate
the visited segment only through a border node or throughamior junction node.
A token may arrive at a border nodeonly from the border node of another visited
segment of the same face. Becadse a border node, it already holds the token of
the opposite traversal direction. These two tokens arehimgfc Thusp destroys both
tokens and the received token does not propagate to th@imedes. Let us consider
a juncture nodg. Becausgj is interior to the visited segment, it was visited earlier.
When a juncture node receives a token, it creates a pair ehtia all adjacent faces.
That is, once a juncture is visited, it becomes visited imdjhcent faces at once. Since
we assumed that there are no internal tokens up toist¢gannot receive a token. By
induction, a token may not penetrate a visited segment. i$haach node bordering a
face is visited at most once. This completes the proof oféheta. a

The below theorem follows from Lemma 1.
Theorem 1. Algorithm CFR guaranteesthe delivery of a message from s to d.

According to Lemma 1, the total number of messages sent impuatation is equal
to the sum of the incident edges of the faces intersectingdHae. An edge can be
incident to at most two faces. That is, the total number ofsagss sent throughout the
computation is at mog|E|. Hence, the following corollary.

Corollary 1. Theworst case message complexity of CFRisO(|E)).

Theorem 2. The latency of CFRis asymptotically optimal and is within O(p?) where
p is the number of hops in the shortest path in between the source and destination in
the planar subgraph of G.

Proof (of theorem). The theorem’s proof parallels the optimality proof of GOARR].
Let us consider the upper bound on the latency first. Kuhn atgple (see [15, Lemma
5.4]) that to derive a bound it is sufficient to consider a ldrthdegree traversal graph.
If the degree of the graph is unbounded, a bounded degreectihdominating set
subgraph can always be locally constructed. Since it takstsone hop to reach this
subgraph from any point in the graph, the path length oveegggraph is only 2 hops
more than the length of the path over this subgraphklist the maximum node degree
in the traversal graph.



Since the graph to be traversed is a unit-disk graplp, ig the number of hops
in the shortest path betweenand d, then the Euclidean distance between the two
points is no more thap. Let us consider a disP(d, p) with radiusp centered ind.
Since the shortest path betweeandd is no longer thar, this path lies completely
inside the disk. The shortest path interseetdine at least twice: at the source and
destination node. Let us consider two consequent pointg@fdection. Refer to Fig. 5
for illustration. Since the graph is planar, the segmenhefgath between these points,
includes the borders of all faces that intersectdtidine and lie on the same side of
the line as the shortest path segment. SIGER traverses these faces, there is a path
selected byCFRwhose segment is completely enclosedtiline on one side and this
shortest path segment on the other. Examining all such sagroéthe shortest path,
we observe that there is a path@FR that is completely enclosed in the digkd, p).

Fig. 5: lllustration for the proof of optimality oEFR.

Let us estimate the length of this path. Kuhn et al argue ($8eHigure 2]), that
the whole plane can be covered by disks of a diameter of ondyplacing them on a
square grid with sides/+/2. Let us determine how many such squares cdvét, p).
Each square that intersedgd, p) lies completely withinD(d, p+1). Thus, the number
of such squares is no more than

7#(/) 7 2m(p + 1)?

(1/v2)2

Recall that the graph is unit-disk and all nodes within thé distance are con-
nected. The graph is of degreeThus, the maximum number of nodes in a single disk
of diameter one, i&. Therefore, the number of nodes insitéd, p) is no more than
2km(p+1)%

There is a path, selected BFR that lies completely insid®(d, p). According to
Lemma 1 a message 6FR can visit the same node at mdstimes. Thus, the length
of this path ofCFRis no more tharzk?r(p + 1) which is inO(p?).

The asymptotic optimality o€FR follows from the lower bound established by
Kuhn et al [16, Theorem 5.1]. a



4 CFR Application and Extensions

4.1 Combining with Greedy Routing, Using Various Traversal Types

For efficiency, a single direction face traversal may be dosbwith greedy routing

as inGFG or GOAFR+. Algorithm CFR can be used in a similar combination. We call
the combined algorithn&CFR. The message starts in greedy mode and switches to
CFR once it reaches a local minimum. Because multiple messagesrse the graph
simultaneously, unlik&sFG, once the message switches to face travers@GRR, it
continues in this mode until the destination is reached.

4.2 Using Non-Planar Graphs

CFR can be adapted to concurrent void traversal [23]. The msudtigorithm iSCVR.
CVR can also be combined with greedy routing to foB8VR. Before we describe the
necessary changes let us recall how void traversal opekielstraversal is performed
over segments of edges adjacent to the void, rather thancoveplete edges. After
getting the message, two nodeand f (see Fig. 2 again), adjacent to the edggef)
that contains the segmefd, e), jointly determine the edge whose intersection point
produces the shortest segment in the traversal directioen,Tthe token is forwarded
to one of the nodes adjacent to the new e@gé). In the example nod¢ forwards the
token toh. In a non-planar grapli andh may be more than one hop apart.

Similar operations happen during the concurrent travéns@VR. However, care
must be taken to ensure that mates find each other. In partiauhate traversing the
same face might be traveling along the path connectiagdh. Thus,h and f have to
agree on the forwarding path and the tokens have to carryggriaformation to recog-
nize their mates. Another complication to be resolved igrb@&ment of junctures. For
CVR, a juncture is the node incident to the edge whose segmemsétts thed-line.
Unlike planar graphs, the segments can intersect at paings than nodes. Thus, the
segment intersection point itself may potentially lie oa ¢l-line. This case generates
multiple junctures. However, the mates generated by thesstyres meet and destroy
each other.

Refer to Fig. 6 for an illustration d€VR operation. To simplify the presentation we
show the traversal of the two adjacent voldsandV; separately in Figures 6a and 6b
respectively. As before, to avoid cluttering the picture,amly show the token numbers.
We explain the traversal df; in detail. The traversal starts whesends two tokeng
andt, in the opposite directions around. Whent; arrives ate, the nodes incident to
edge(e, b) have to determine the edge that inters€et$) closest to the beginning of
the segment. In this case the beginning of the segment isaitsigf. Nodeec sendg; to
b and the two nodes determine that the appropriate edge j§. Thereforep forwards
t1 to a which is one of the nodes incident (o, f). Nodea forwardst; to f. Nodef is
a juncture. Hencef injects a pair of tokeng; andtg into V,. After that, f forwardst,
to k. Nodek is also a juncture. Hencé,injects another pair of tokeng; andt, into
V2. Meanwhilet; reached:. To determine the segment@f, j) that is adjacent td7,

h forwardst; to j. The intersecting edge correctly determingéhrwards the message
to k where it meets its mate +,. This concludes the traversal Bf. The traversal of
V4 is completed similarly.



(a) traversind/s (b) traversingV

Fig. 6: Example ofCVR operation on a non-planar graph.

5 Performance Evaluation

5.1 Simulation Environment

To evaluate the performance GFR we recreated the simulation environment used by
Kuhn et al [15, 17]. For the simulation, we used the graphséat by uniformly placing

the nodes at random oré x 20 unit square field. The number of nodes depended on
the selected density. The edges of the graph were seleateddaty to the unit-disk
model: two nodes are connected if and only if they are withaunit-distance of each
other. For each graph, a single source and destination pairandomly selected. We
used21 different density levels. To validate our environment weasiged the same
preliminary graph parameters as in Kuhn et al [15, Fig. 3],Rig. 3]. For each density
level we carried ou?, 000 measurements. Our results are plotted in Fig. 7. They concur
with the previous studies.
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Fig. 7: Graph parameters depending on its density. Shqréghtspan (ratio between Euclidean
and path distance), ratio of connected graphs, and ratecoéss of pure greedy routing. Last
two plotted against the right axis.



5.2 Evaluation Description

We implemente€FR and compared its performance against the major known geomet
ric routing algorithms. We took, 000 measurements at each graph density level. Refer
to Fig. 8 for an illustration of the resultant graphs and &ty path selections.
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Fig. 8: Latency paths selected by CFR and OAFR (shown in siolég). The source and desti-
nation nodes are marked by a circle and a square respectiseph density i$ nodes per unit
disk.

Let us first compare the speed of communication demonstbgtdte routing algo-
rithms. In Fig. 9 we plot the path stretch achieved by the @tlgms in pure form and
in combination with greedy routing. Figure 9a indicated fhare CFR outperforms all
the other algorithms. In the critical range, the path skrébat the pureCFR provides
is up to five times better than the next best algorithm’'<OAFR. Let us consider the
combination of greedy and face routing. Recall that, uniiieeother algorithms, after
switching from greedy to face traversal mo@CFR does not switch back to greedy
again. ThusGCFR may miss on an efficient path selected by greedy routing. Mewye
as the graph density increases, the greedily routed messageot encounter a local
minimum altogether. Therefore, the number of such modeched decreases and this
potential disadvantage GICFRis offset. As Fig. 9b indicates, the path stretch produced
by GCFRin the critical region is still ove?.5 times better than the next best algorithm.

Let us now consider the message cost of communication of legidams. In
Fig. 10 we show the message cost normalized to the shortéswtale in Fig. 11
the cost is normalized to flooding (i.e. every node sendstlyxaice message). The first
presentation indicates the cost compared to the distaopedource to destination, the
second — compared to the whole system participation in therdiscovery. The latter
metric gives the perspective of cost of geometric routingpgared to flooding-based
routing algorithms [5, 7—10]. Figure 10 shows titR andGCFR use more messages
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Fig. 9: Mean path stretch (ratio of the path selected by tgerdhm to the shortest unit-disk

graph path) of geometric routing algorithms on planar gsagépending on the density (nodes
per unit disk) of the unit disk graph.

than other geometric routing algorithms. However, Fig. Adves that message cost of
CFR andGCFR are comparable to the other algorithms.

40 Flooding Flooding
CFR —— 25
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(a) Pure geometric routing. (b) Greedy and geometric combined.

Fig. 10: Mean message cost normalized to shortest path afigfeic routing algorithms on unit-
disk graphs depending on density (nodes per unit disk) ofittitedisk graph.

To study the effect of graph scale on the performance of ga@ragorithms,
we constructed the simulation scenario similar to that ofiiKet al [17, Fig. 10]. We
fixed the density of the graph near the critical value —4 &t and varied the field
size. Specifically, we selectdd different lengths of the side of the square field from
4 to 40 units. The number of nodes in the field was selected to matehdfuired
density of4.5. We took3, 000 measurements for each side length. The results of the
simulation are shown in Fig. 12. Our simulation indicatext the path stretch achieved
by CFR andGCFRis lower than that of the other routing algorithms at anyecahis
is true for pure geometric routing and its combination witbegly routing. Moreover,
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(a) Pure geometric routing. (b) Greedy and geometric combined.

Fig. 11: Mean message cost normalized to flooding of geomadtiting algorithms on planar
graphs depending on density (nodes per unit disk) of thedisktgraph.

as graph scale increases, compared to the other routingthige, CFR and GCFR
exhibit significantly slower rate of path stretch increase.
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(a) Pure geometric. (b) Greedy and geometric combined.

Fig. 12: Mean path stretch of routing algorithms on plandgsaphs of unit-disk graphs depend-
ing on graph scale with average graph density.6f The graphs are constructed on square fields
with side lengths from to 40 units.

To demonstrate the viability &€FR on non-planar graphs, we implemen@dR
andGCVR and compared their performance against conventid@iD andGVG. For
these experiments we also usezba 20 units square field randomly filled by the nodes
with randomly selected source and destination pairs. Hewehre network was mod-
eled as a quasi unit-disk graph [21, 22]. Specifically, twdiwes ofu andwv: i) were
definitely adjacent ifu, v| < d = 0.75; ii) were adjacent with probability = 0.5 if
d < |u,v| < 1; iii) definitely not adjacent ifu, v| > 1. We selected@1 density levels
and carried ou2, 000 trials for each density level. Due to the limitations of d@upre-
cision floating point calculations, some of the trials did siecceed: due to computation
errors, the adjacent nodes may not agree on the edge irtterskcation. To ensure



successful runs, for each graph we globally pre-computlddtatsection points. The
results are shown in Fig. 13. Our results indicate @R retains its latency advantages
over the other algorithms in non-planar graphs.

18 | w»

17

16

15

sp span
connected -

14

shortest path span
o
o
frequency
mean path stretch
.
5

13

12

11

network density network density

(a) Graph parameters depending on its density. (b) Mean path stretch.
Shortest path span, ratio of connected graphs,
and rate of success of greedy routing.

Fig. 13: Performance evaluation of geometric routing atgors on non-planar quasi unit-disk
graphs. The distance of definite connectivit@ i85 unit; possible connectivity betweén75 and
1 unit; no connectivity abové unit.

6 Conclusion

The CFR algorithm presented in this paper improves both thenths and the practi-
cal performance of geometric routing algorithms. Morep@#R addresses one of the
major drawbacks of geometric routing: its inconsistenay ttuselection of disadvanta-
geous routes. The proposed technique is simple to implembatauthors are hopeful
that it will quickly find its way into practical implementatis of geometric routing
algorithms.
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